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Collision-Free Navigation for Blind Persons using 
Stereo Matching 
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Abstract— A blind person in an urban environment has to navigate around obstacles and hazards. Though a significant amount of work has been 

done on detecting obstacles, not much attention has been given to the detection of drop offs, e.g., sidewalk curbs, downward stairs, and other 

hazards where an error could lead to disastrous consequences. In this paper, we propose algorithms for detecting obstacles in an urban setting 

using stereo vision and Two-Stage Dynamic Programming (TSDP) technique. We are developing computer vision algorithms for sensing 

important terrain features as an aid to blind navigation, which interpret visual information obtained from images collected by cameras mounted on 

camera legs nearly as high as young person. This paper focuses specifically on a novel computer vision algorithm for detecting obstacles, which 

are important and ubiquitous features on and near sidewalks and other walkways. A fast and robust stereo matching algorithm is proposed that 

uses only features in order to find a semi-dense disparity map. It works by growing from a small set of correspondence seeds. In this paper we 

use Normalized Cross-correlation (NCC) function matching with a 5 × 5 window and prepare an edge detected matching table τ and start growing 

disparity components by drawing a seed s from S which is computed using Sobel edge detector, and adding it to τ.  It results in high accuracy and 

performance. The obstacle identified in the proposed method which appears in the disparity map enters the phase of depth computing. The 

algorithm extracts as much information as possible from depth information obtained from a stereo system. The proposed method is tested on a 

Pentium 4 Dual CPU 2.00 GHz PC with 2.00 GB of RAM and achieves better RMS error and bad matching percentage compared to previous 

methods. Experimental results are demonstrated on typical sidewalk scenes to show the effectiveness of the proposed method. 

Index Terms— Obstacle detection, stereo matching, negative obstacle, positive obstacle, blind navigation, visually impaired.   

——————————      —————————— 

1 INTRODUCTION                                                                     

Obstacle detection is an important task for many mobile robots and visually 

impaired/blind assistance applications. Imagine a visually impaired/blind 

person is walking from home to market to shop for necessary needs, go to 

office, banks and etc., he/she would likely have to walk through corridors 

avoiding people and furniture (obstacles), along sidewalks at a safe distance 

from the curb, and possibly cross streets. Thus, for walking in his/her envi-

ronment he/she has to be able to detect and avoid obstacles and drop-offs (and 

other hazards), i.e., safety is essential. Table 1 categorizes some common 

hazards that a visually impaired/blind person or robot can expect to find in an 

urban setting [1]. A good obstacle detection system must be capable of the 

following [2]: 

a) To detect obstacles on a given space in good time 

b) To detect and identify correct obstacles 

c) To identify and ignore ground features that may appear as obstacles 

TABLE 1: Common hazards in urban environments 

Hazards  Examples 

Drop offs  Sidewalk curbs, downward stairs, 

steps 

Obstacles: Static  

Dynamic  

Invisible  

Walls, furniture 

 People, doors  

Glass doors and glass walls 

Overhangs  Table tops, railings, tree branches 

Inclines  Wheelchair ramps, curb cuts 

Rough surfaces  Gravel paths, grass beds 

Narrow regions  Doorways, elevators 

———————————————— 
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This paper aims to research one of the computer vision’s most important 

contributions to the navigation and obstacle detection for a visually 

impaired/blind person. Popular sensors for range-based obstacle detection 

systems include ultrasonic sensors [3], [4], laser rangefinders[5], radar[6] and 

stereo vision[7]. As these sensors measure the distances from obstacles to the 

person, they are inherently suited for the tasks of obstacle detection and 

avoidance. Laser range-finders have predominantly been the sensor of choice 

because they provide accurate range data with very little noise. Range sensors 

are also unable to distinguish between different types of ground surfaces. This 

is a problem especially in outdoors, where range sensors are usually unable to 

differentiate between the sidewalk pavement and adjacent flat grassy areas. 

Cameras are used less frequently, and as a secondary information source be-

cause they are sensitive to environmental changes and the data they return is 

more difficult to interpret [8]. But, the information from a camera can also be 

used for purposes other than safety, e.g., object recognition. 

Stereo vision is an area of study in the field of machine vision that attempts 

to recreate the human vision system by using two or more 2D views of the 

same scene to derive 3D depth information of the scene. As an emerging tech-

nology, stereo vision algorithms are constantly being revised and developed. 

Stereo vision based obstacle detection is an algorithm that aims to detect and 

compute obstacle depth using stereo matching and disparity map. Depth in-

formation can be used to track moving objects in 3D space, gather distance 

information for scene features, or to construct a 3D spatial model of a scene. 

Similar idea of using stereo images for the visually impaired/blind 

people‟ s navigation has been proposed in [9] and [10]. Stereo vision 

based methods are quite commonly used for obstacle detection and 

navigation. Gutmann et al. [11] proposed a stereo vision-based navigation 

system for humanoid robots, using a 2.5D grid to represent the world, each 

grid cell having a height and a label (floor/obstacle). To get accurate floor 

heights, the raw range data is segmented into planes. James Coughlan and 
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Huiying Shen[12] proposed a method to detect curbs based on stereo vision 

for blind wheelchair users but small changes in aligning of pair images inca-

pacitate their method. If this system is mounted on a blind person‟ s head, 

the changes will be unavoidable. Two calibrated laser sensors and 

stereo camera are used by Aniket Murarka et al. [1] for color segmenta-

tion and motion based obstacle detection. Although this method is 

robust to detect both obstacles and drop-offs, it is quite expensive and 

complicated and still suffers from the changes in aligning of pair images. 

Most works explained in the previous paragraph used stereo system with an 

active sensor but our research is just based on stereo vision and focuses on a 

different domain, in which the features of interest are difficult to detect from 

depth information alone, because the depth changes that characterize these 

obstacles may be small relative to the distances at which they are viewed and 

may be swamped by noise in the depth information estimated from stereo 

vision algorithms. Since an error can lead to disastrous consequences, it is 

essential for the visually impaired/blind people to detect native obstacles with 

a high degree of accuracy and hence we experimentally measure the error 

rates of the algorithms. We use cameras as the only sensors instead of lasers 

or other active sensors to simulate human vision system. 

The next section presents some algorithms on stereo matching including 

segment-based stereo matching using belief propagation, disparity component 

growing and dynamic programming. Segment-based stereo matching using 

belief propagation is explained only for comparing to the proposed method, 

but two other algorithms (GCS and Dynamic programming) are also used in 

the proposed method. The proposed algorithm is explained in section III. It 

combines area based and feature based matching algorithms using growing 

component seeds and TSDP optimization. The obstacle detection phase is 

based on adaptive thresholding for positive obstacle and disentail of disparity 

map for negative obstacle. Section IV contains some experimental results on 

well-known databases and compares the results of the proposed method to the 

other ones. Some advantages of the proposed method are also discussed in 

this section. .Finally conclusion forms the last section. 

 

2  MATCHING ALGORITHM  

Matching techniques can be divided broadly into pixel-based, area-based 

and feature-based image matching, or a combination of them. Other types of 

stereo matching methods such as diffusion-based[13], wavelet-based[14], 

phase-based[13], and filter-based[15] have also been developed that are used 

less than the first three types i.e. pixel-based, area-based and feature-based 

methods. 

The global algorithms formulate the problem of the disparity computation 

as an energy-minimizing problem and the smoothness assumption of the dis-

parity map is usually made, there is some kind of function matching for stereo 

matching such as; Sum of Squared Difference (SSD), Sum of Absolute Dif-

ference (SAD), Sum of Hamming Distance (SHD) and Normalized Cross 

Correlation (NCC) [16],[17], [18] as follow: 
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Let f be the intensity value of an M×N image and the left image within a 

box. We also have a similar definition for a second image g shifted d pixels in 

the x direction. 

For a particular feature or a local window in one image, there are usually 

several matching candidates in the other image. It is usually necessary to use 

additional information or constraints to assist in obtaining the correct match. 

Some of the commonly used constraints are: (1) Epipolar constraint: Under 

this constraint, the matching points must lie on the corresponding epipolar 

lines of the two images. For epipolar rectified images, the matching points lie 

on the same image scanlines of a stereo pair; (2) Uniqueness constraint: 

Matching should be unique between the two images; (3) Smoothness con-

straint: Local regions of the disparity map should be relatively smooth apart 

from regions with occlusion or disparity discontinuity; and (4) Ordering con-

straint or monotonicity constraint: For points along the epipolar line in one 

image of the image pair, the corresponding points have to occur in the same 

order on the corresponding epipolar line in the other image. Other constraints 

mentioned will be used in the dynamic programming stage when obtaining the 

disparity map from the correlation coefficient volume [19]. 

 

1. Segment-Based Stereo Matching Using Belief Propagation 

Belief Propagation is an iterative inference algorithm that propagates mes-

sages in the network [13]. Lankton[20] offered the segment-based stereo 

matching using belief propagation algorithm. The first step here is to get an 

estimate of the disparity at each pixel in the image. As the two images 

‟ slide‟  over one another he subtracts their intensity values. Addi-

tionally, he subtracts gradient information from the images (spatial 

derivatives). Combining these give better accuracy, especially on sur-

faces with texture. He records the offset when the difference is the smallest 

as well as the value of the difference. He performs this slide-and-subtract 

operation from right-to-left (R-L) and left-to-right (L-R). Then we try to elim-

inate bad pixels in two ways. First, he uses the disparity from the R-L pass or 

the L-R pass depending on which has the lowest matching difference. Next, 

marks as bad all points where the R-L disparity is significantly different from 

the L-R disparity. In the next step, he combines image information with the 

pixel disparities to get a cleaner disparity map. First, he segments the refer-

ence image using a technique called ―Mean Shift Segmentation.‖ This is a 

clustering algorithm that ―over-segments‖ the image. The result is a very 

„blocky‟  version of the original image. Then he modified the algorithm by 

looking at the associated pixel disparities, for each segment. 

In this paper we call the Lankton‟ s algorithm as“algorithm1” and the 

modified one as “algorithm2” in order to compare our proposed me-

thod in section IV. 

 

 

2. Disparity component growth 
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The basic idea is to grow contiguous components in disparity space from 

initial correspondence seeds sorted in decreasing value of image similarity 

and to stop the growth process at image pixels where uniqueness constraint 

would be violated. The growth occurs in the neighborhood of previous 

matches in disparity space. This creates new seeds that are put to the priority 

queue. 

Suppose we are given an unsorted list of disparity seeds S. Each seed is a 

point in disparity space, s = (x, x', y). Its neighborhood N(s) in disparity space 

consists of 16 point constructed from four sub-sets N1(s) ⋃ N2(s) ⋃ N3(s) ⋃ 

N4(s), see Fig. 1 [21]. 

 
N1(s) = {(x − 1, x' − 1, y), (x − 2, x' − 1, y), (x − 1, x' − 2, y)}           (2) 

N2(s) = {(x + 1, x' + 1, y), (x + 2, x' + 1, y), (x + 1, x' + 2, y)}      (3) 

N3(s) = {(x, x', y − 1), (x ± 1, x', y − 1), (x, x' ± 1, y − 1)}           (4) 

N4(s) = {(x, x', y + 1), (x ± 1, x', y + 1), (x, x' ± 1, y + 1)}           (5) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Disparity space neighborhood used in this paper. 

 
The neighborhood is selected so as to limit the magnitude of disparity gra-

dient to unity and to improve the ability to follow a disparity component even 

if the image similarity peak falls in between pixels in the matching table. 

Assuming similarity is computed from small image windows around pixels (u, 

v) and (u', v) by the normalized cross-correlation, we prepare an empty 

matching table τ  and start growing disparity components by drawing an 

arbitrary seed s from S, adding it to τ  , individually selecting the best-

similarity neighbors qi over its four sub-neighborhoods Ni(s): 

( , ', ) ( )

( , ', ) arg max ( , ', )

x x y Ni s

qi u u v i simil x x y



 

 (6) 
 

and adding these neighbors qi to the seed list if their interimage similarity 

exceeds a threshold. Hence, up to four new seeds are created. If we draw a 

seed from the list S that is already a member of the matching table, then we 

discard it. The growth must stop in a finite number of steps by exhausting the 

list S. The output from the growth phase is a partially filled matching table 

whose connected regions in 3D represent disparity components grown around 

the initial seeds. Chec et al use the maximum Strict Sub-Kernel (SSK) for 

matching. For more information about SSK you can see [22], [23],[24]. 

 

3. Dynamic programming 

Dynamic programming strategy has a cost matrix with the nodes 

representing the weight of matching a pixel in the left image with a pixel in 

the right image. The cost of matching pixel x in the left image and pixel y in 

the right image can be computed based on the costs of matching all pixels in 

the left of these two pixels. If one assumes the ordering constraint, the optimal 

path computed to match the pixels in left and right images will result in the 

best set of matches for the pixels in left and right images. 

Dynamic programming is an effective strategy to compute correspondences 

for pixels. This method is finding the minimum cost path going monotonically 

down and right from the top-left corner of the graph to its bottom-right corner 

[25]. Different optimization techniques, including dynamic programming 

(DP)[26], graph cuts [27], [7], and genetic algorithm[28], have been applied 

under this framework. These techniques try to find a global optimized solu-

tion under some given parameters. However, due to the complex nature of the 

stereo vision problem, it is difficult, if not impossible, to have a universal set 

of parameters that can produce good disparity maps for different stereo im-

ages. In fact, even within a single image, it is highly possible that different 

regions should use different parameters since the signal-tow noise ratio may 

vary within the image. As a result, the best solution in terms of the given 

parameters may not necessarily be a good solution [29], [30]. 

The key difference between dynamic programming and simple recursion is: 

a dynamic programming algorithm memorizes the solutions of optimal sub-

problems in an organized, tabular form (a dynamic programming matrix), so 

that each sub-problem is solved just once. 

Dynamic programming matches lines to lines. They can also use the 

matches found for previous pixels in the same scan line in the computation for 

the subsequent pixels[31], [32]. In[33], Sun used the matching problem as an 

optimization one of the total cross correlation scores over a surface through a 

3D cross correlation volume (height, width, and the disparity range of a re-

gion) and the matching is solved efficiently using a two-stage dynamic pro-

gramming algorithm, where cross correlation scores are maximized along 

paths in the 3D cross correlation volume. Note that by using a global match-

ing criterion, accurate cross correlations are needed at all locations since they 

affect the optimal path estimation and thus the matching. As cross correlations 

can change significantly even at sub-pixel level, in order to achieve optimal 

matching, sub-pixel accuracy cross correlations need to be calculated [34]. 

3  PROPOSED METHOD 

In this work we focus on detecting positive/negative obstacles in outdoor 

environments using vision-based algorithms optimized by dynamic program-

ming. We use cameras as the primary sensors instead of lasers, RADARs, 

ultrasounds, etc because cameras significantly provide much more informa-

tion in a single frame of data. The proposed method consists of three phases 

including computing disparity map, detecting positive/negative obstacles and 

computing depth. For positive obstacle detection, matching phase is the 

second phase and for negative obstacle detection, is the first one. Detecting 

positive obstacle doesn‟ t need disparity map thus at first, we detect the 

x 

x' 

y 

N1 

N2 

N3 

N4 
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positive obstacles then disparity map is computed. In this way, the 

complexity of processing decreases because only the disparity of obstacles 

is computed not the whole image. As negative obstacle detection is based on 

differential of disparity map therefore we have to apply the matching phase 

and compute disparity map to the whole image. The contributions of the pro-

posed method are proposing a novel feature-area based stereo matching algo-

rithm and also obstacle detection using adaptive threshoding and adaptive 

mean filter. 

In the proposed method, the matching phase is divided into two stages; 

primary matching which is area based and secondary matching which is fea-

ture based. Then on every feature of the second stage, we use the above-

mentioned window of special neighbors. Although we achieve a robust match-

ing, but optimization of the disparity map using TSDP is applied to decrease 

errors. Dense depth map calculation is a process, in which, given two images 

Il and Ir, each pixel of Il is matched to a pixel in Ir. In our case the match can 

be expressed as a displacement for each pixel p(x; y) Є  Il to a pixel q(x′; y′) 

Є  Ir. The problem of selecting optimal matches between pixels is solved by 

DP. The DP approach returns an optimal match for each scan line of the im-

ages, but the differences between scan lines is a typical problem of this me-

thod. Thus, DP yields the optimal path through grid. This is the best set of 

matches that satisfy the ordering constraint. 

1. Positive obstacle detection 

In this paper positive obstacles are categorized into staircases and others. 

This method is easy to implement and fast enough for obstacle avoidance in 

highly textured environments. Then adaptive thresholding, resizing and noise 

removal are performed. The adaptive thresholding is based on the average 

intensity of the whole image. For staircases the detection region must contain 

at least 3 concave and convex edges alternately. The proposed method deter-

mines the number of stairs as follows: 

Number of stairs = NPE + 1                (7) 

NPE is the number of convex and concave edge pairs. The last edge is sigle 

concave edge so NPE must be increased one unit. 

Then disparity map and depth are computed. This method is useful and ac-

curate for obstacle avoidance. Removing the texture and the obtrusive details 

causes decreasing complexity in computing disparity map. This method is 

easy to implement and fast enough for obstacle avoidance. 

2. Negative obstacle detection 

It is necessary to know that negative obstacles are more significant 

to detect because the risk of such obstacles are more than others. Since an 

error can lead to disastrous consequences, it is essential for a blind person to 

detect negative obstacles with a high degree of accuracy and hence we expe-

rimentally measure the error rates of the algorithm. The proposed algorithm is 

a robust method in detecting negative obstacles using growing correspon-

dence seeds on detected edges. A fast stereo matching technique is used to 

achieve near real time speed. Other calculations consume short time so they 

don‟ t significantly affect the system speed. We combined MATLAB and 

C++ codes in this work. 

As explained before, the global algorithms for matching formulate 

the problem of the disparity computation as an energy-minimizing 

problem and the smoothness assumption of the disparity map is usually 

made. The function matching in this paper is NCC function with demanded 

accuracy which is calculated by equation 4. 

NCC function matching is used on a 5 × 5 window as image similarity sta-

tistic in all experimental results. We prepare an edge matching table τ  and 

start growing disparity components by drawing a seed s from S which is com-

puted using canny edge detector, adding it to τ . In this way we have higher 

performance than previous works such as [21]. In this paper, Jan Cech and 

Radim Sara use random seeds but we use matrix S which contains edges of 

the left and the right images. In this way, we combine area based and feature 

based matching, thus the accuracy is increased for real images. Another ad-

vantage of the proposed method is applying edge feature matching on the 

neighborhood thus the calibration stage in our previous works [35],[36] is 

omitted. Matching edges, two stage matching and optimizing disparity map 

using dynamic programming guide us to achieve good performance even if 

calibration is omitted. As the motion of a blind person‟ s head is unavoida-

ble while navigating, the alignment of stereo images might be unrelia-

ble in the stereo system. 

A fast stereo matching algorithm is proposed that visits only a small frac-

tion of disparity space in order to find a semi-dense disparity map. It works by 

growing from a small set of correspondence seeds. Unlike in known seed-

growing algorithms, it guarantees matching accuracy and correctness, even in 

the presence of repetitive patterns. The quality of correspondence seeds influ-

ences computing time, not the quality of the final disparity map. 

For optimizing disparity map, we use two-stage dynamic programming. Af-

ter some iterations of DP, accuracy is increased compared to the one stage DP. 

Finally depth of obstacle is computed as follows: 

),(

.
),(

yxd

Bf
yxZ 

  (8) 

f is focal length, B is base line (distance of camera centers), d(x,y) is dis-

parity value in x row and y column. 

Pseudo-code of the proposed method is shown in TABLE 2. 

4   EXPERIMENTAL RESULTS 

Here, we present some experimental results to show strength of the pro-

posed method. 

1. Example 1 from CMU CLI database 

The image ―Bowling2‖ from CMU CLI database is chosen as the first ex-

ample because it contains many similar segments and therefore requires more 

efficient matching algorithm. Fig.2 shows the original image and the ground 

truth of the ―Bowling2‖. Outputs of the four mentioned algorithms including 

―algorithm1‖, ―algorithm2‖ (the modified version of ―algorithm1‖), GCS and 

the proposed method are presented in fig. 3. Although there are many similar 

segments in the images, as can be seen the proposed method achieves higher 

similarity to the ground truth. 
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Table 2 Pseudo-code of the proposed method. 

 
Negative obstacle detection 

1. calculating elementary disparity map with low accuracy 

2. calculating minimum and maximum value of the disparity map 

3. feature extraction by canny edge detector (feature: edge) 

4. calculating disparity based GCS algorithm in 3D boxes for every feature 

5. optimizing disparity map by TSDP 

6. applying adaptive mean filter (first stage of removing noise) 

7.  canny edge detection with threshold 0.07 

8. second stage of removing noise 

9. determining the negative obstacles’ position 

10. calculating the depth of negative obstacles 

Positive obstacle detection 

1. pre-processing (enhancement of images) 

2. adaptive thresholding 

3. calculating elementary disparity map with low accuracy 

4. calculating minimum and maximum value of the disparity map 

5. feature extraction by canny edge detector (feature: edge) 

6. calculating disparity based GCS algorithm in 3D boxes for every feature 

7. optimizing disparity map by TSDP 

8. determining the positive obstacles’ position 

9. calculating the depth of positive obstacles 

 
 

 

 

 

Original image (Bowling2)          Ground truth  

 

Figure 2. The original image and ground truth of Bowling2 

Algorithm1  Algorithm2  

  

GCS algorithm Proposed method 

  

Figure 3. From left to right, disparity map of “algorithm1”, “algo-

rithm2” (the modified of “algorithm1”), GCS algorithm and the 

proposed method, respectively 

 

2. Example 2 (a positive obstacle) 

Fig.4 shows the original images. In these two images not only the images 

are not calibrated, but also the scene is changed. The results of the four algo-

rithms are presented in fig. 5. Although there are many differences in the left 

and right images; the proposed method achieves more accurate disparity map 

than other methods. 

 

Original image (left) Original image (right) 

 
 

Figure 4. The original image 

 

Algorithm1 Algorithm2 

 

 

GCS algorithm Proposed method 

 

 

Figure 5. From left to right, disparity map of “algorithm1”, “algo-

rithm2” (the modified of “algorithm1”), GCS algorithm and the 

proposed method, respectively 

 

3. Example 3 from database [12] 

The database contains some rectified images of a road curb photographed 

from a 12 foot distance. The focal length of the camera and the distance be-

tween cameras were 498.11 pixels and 12cm, respectively. Fig.6 shows the 

example of obstacles and all stages of phase 2 of the proposed method. The 

negative obstacle (curb) is detected and the distance of obstacle (depth) is 

calculated correctly as shown later. Fig.7 shows the original images and every 

stage of both phases 2 and 3 of the proposed method. The detected negative 

obstacle is shown in the red rectangle. The depth of the negative obstacle is 

calculated using Eq. 8 which is 3.1 meters in this case. 

Obstacle detection using only GCS algorithm for the same scene of fig. 6 is 

presented in fig.7. Comparison of fig. 6 and fig. 7 reveals that the proposed 

algorithm detects the right negative edge even in the presence of some 

changes in the texture of ground as can be seen in the original image. GCS 
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algorithm results in incorrect negative edges as shown in fig. 7. 

Original left image Original right image 

 

 

Disparity map (proposed me-
thod) 

Adaptive mean filter for occlu-
sion pixel (first stage of denois-
ing) 

 

 

Removing edges (second stage 
of denoising) 

Detected  obstacle 

  

Figure 6. The example of negative obstacles and output of the 

proposed method 

 
Figure 7. negative obstacle detection using GCS algorithm 

 

4. Example of detecting both positive and negative obstacles us-

ing the proposed algorithm 

Results of applying the proposed algorithm to simultaneously detect posi-

tive and negative obstacles are shown in fig.8 and 9. 

5. Quantitative evaluation of the methods 

In this section we calculate some quantitative criteria to compare the men-

tioned algorithms. Well-known images including "Flowerpots", "Baby3", 

"Aloe", "Bowling2", "cones", "poster", "Larch" and "Head" were chosen. 

Table 3 shows the run time of the matching stage for the four algorithms on 

the mentioned images. The results show that the proposed method achieves 

higher speed than other methods. 

The matching time shown in table 3 is for MATLAB code running on a 

Pentium 4 Dual CPU 2.00 GHz PC with 2.00 GB of RAM. 

Daptive threshoding by 

thresh=0.3 

Correlation of left and right 

images 

 
 

Disparity map Obstacle detected and its depth 

  

Figure 8. The output of the proposed method of positive obstacles 

step by step 

 

 

Figure 9. detecting both positive and negative obstacles 

 

TABLE 3, Time (sec.) consuming for 5 shown images from various 

datasets 

Algorithms 

 

Name 

Algorithm1 Algorithm2 GCS Proposed 

method 

Flowerpots 8.2517 9.3562 5.20313 4.85938 

Baby3 9.2846 9.1283 4.0625 2.73438 

Aloe 10.7995 8.8941 3.39013 2.29688 

Larch 48.5997 27.0116 29 4.96875 

Head 67.9420 59.2115 34.8281 9.28125 
 

Table 4 presents RMS errors of the methods using;  

2[ ( ( , ) ( , )) ] /RMSError D i j G i j n 
 

 (11) 
The table reveals that the proposed algorithm results in better RMS error 

scores compared to "algorithm1" and GCS but for some images "algorithm2" 

works better. 
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TABLE 4, RMS Errors for the 5 Images from various Datasets 

Algorithms 

 

Name 

Algorithm1 Algorithm2 GCS Proposed 

method 

Bowling2 300.2140 270.3512 233.2678 225.5857 

Flowerpots 412.365 116.265 351.0103 203.4086 

Baby3 201.354 116.425 193.145 193.1745 

Aloe 150.321 96.265 125.4934 109.2895 

Cones 212.142 163.251 147.185 129.232 

poster 100.32 93 91.94 66.90 
 

The last two tables and figures 3 and 5 show that the results of GCS and the 

proposed method are more similar than others thus percentages of bad match-

ing are computed just for these two algorithms and shown in table 5. The 

proposed method demonstrates better results than the GCS algorithm. 

TABLE 5, Percentages of Bad Matching 

Algorithms 

Name 

GCS Proposed method 

poster 5.97 4.47 

cones 6.3 5 

Aloe 6.53 5. 3 

Baby3 10.86 9.29 

Flowerpots 5.57 5.53 

Bowling2 10.7 6.85 
 

5   CONCLUSION 

In this paper we proposed a novel method to detect the positive/negative 

obstacles for visually impaired/blind people. The proposed method contains 

three phases and two stages of matching: elementary matching which is area 

based and secondary matching which is feature based. In this way we benefit 

from the advantages of both area and feature based algorithms. After two 

stage of matching, the disparity map is optimized using TSDP. The system is 

just based on stereo cameras and no active sensor is used so it is inexpensive 

and also gives more information about an environment for a visually im-

paired/blind person. The experimental results are presented from well known 

datasets for various scenes including a ground with many edges inside and 

some scenes with changes in the texture. The proposed method achieves better 

accuracy and speed (minimum run time) than other existing methods. The 

results shown in the last section proves that the proposed method is quite fast 

and robust for both negative and positive obstacle detection. 
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